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Abstract— Abstract should be (Times New Roman 9) Although the performance of sequential computers increases incredibly fast, it is insufficient for a large number of challenging applications. Most of these applications requires more performance, to solve the problems like numerical simulations in industry, research as well as commercial applications, so the concept of parallel computing come into existence. 

Keywords—MPI, OpenMP, Parallel Computing. (Italic (Times New Roman 9)
I. INTRODUCTION
This document is a template for Microsoft Word versions 6.0 or later. If you are reading a paper version of this document, please download the electronic file, template.doc, from http://www.enformatika.org/template.doc so you can use it to prepare your manuscript. 

If your paper is intended for a conference, please contact your conference editor concerning acceptable word processor formats for your particular conference. 

When you open template.doc, select “Page Layout” from the “View” menu in the menu bar (View | Page Layout), which allows you to see the footnotes. Then type over sections of template.doc or cut and paste from another document and then use markup styles. The pull-down style menu is at the left of the Formatting Toolbar at the top of your Word window (for example, the style at this point in the document is “Text”). Highlight a section that you want to designate with a certain style, then select the appropriate name on the style menu. The style will adjust your fonts and line spacing. Do not change the font sizes or line spacing to squeeze more text into a limited number of pages. Use italics for emphasis; do not underline. 
To insert images in Word, position the cursor at the insertion point and either use Insert | Picture | From File or copy the image to the Windows clipboard and then Edit | Paste Special | Picture (with “Float over text” unchecked). 
World Enformatika Society will do the final formatting of your paper. If your paper is intended for a conference, please observe the conference page limits. 

II. History & Background
The history of parallel processing can be traced back to a tablet dated around 100BC. Tablet had three calculating [1] position capable of operating simultaneously. From this, the multiple positions were aimed either at providing reliability or high speed computation through parallelism [2]. Just as we learned to fly, not by constructing machine that flap their wings like birds, but by applying the aerodynamic principle demonstrated by the nature; we modeled parallel processing after the biological species. The feasibly of parallel processing can be demonstrated by the neurons in the brain. Aggregate speed with which complex calculation carried out by neuron s is tremendously high, even though individual response of neutrons is too slow (in term of millisecond) [2]. Traditionally, computer software has been written for serial computation. To solve a problem, an algorithm is constructed and implemented as a serial stream of instructions. These instructions are executed on a central processing unit on one computer. Only one instruction may execute at a time after that instruction is finished, the next is executed [8]. Parallel computing, on the other hand, uses multiple processing elements simultaneously to solve a problem. This is accomplished by breaking the problem into independent parts so that each processing element can execute its part of the algorithm simultaneously with the others [2]. The processing elements can be diverse and include resources such as a single computer with multiple processors, several networked computers, specialized hardware, or any combination of the above. Frequency scaling was the dominant reason for improvements in computer performance from the mid-1980s until 2004. The runtime of a program is equal to the number of instructions multiplied by the average time per instruction. Maintaining everything else constant, increasing the clock frequency decreases the average time it takes to execute an instruction. An increase in frequency thus decreases runtime for all computation-bounded programs [6].
            However, power consumption by a chip is given by the equation P = C × V2 × F, where P is power, C is the capacitance being switched per clock cycle (proportional to the number of transistors whose inputs change), V is voltage, and F is the processor frequency (cycles per second). Increases in frequency increase the amount of power used in a processor. Increasing processor power consumption led ultimately to Intel's May 2004 cancellation of its Tejas and Jayhawk processors, which is generally cited as the end of frequency scaling as the dominant computer architecture paradigm [6].

III. design issues
MATH OR EQUATION

If you are using Word, use either the Microsoft Equation Editor or the MathType add-on (http://www.mathtype.com) for equations in your paper (Insert | Object | Create New | Microsoft Equation or MathType Equation). “Float over text” should not be selected. 

FIGURE AND TABLE

Large figures and tables may span both columns. Place figure captions below the figures; place table titles above the tables. If your figure has two parts, include the labels “A” and “B” as part of the artwork. Please verify that the figures and tables you mention in the text actually exist. Please do not include captions as part of the figures. Do not put captions in “text boxes” linked to the figures. Do not put borders around the outside of your figures. Use the abbreviation “Fig.” even at the beginning of a sentence. Do not abbreviate “Table.” Tables are numbered with Roman numerals. 
The paper is only printed in black-white color. Figure axis labels are often a source of confusion. Use words rather than symbols. As an example, write the quantity “Magnetization,” or “Magnetization M,” not just “M.” Put units in parentheses. Do not label axes only with units. As in Fig. 1, for example, write “Magnetization (A/m)” or “Magnetization (A
[image: image1.wmf]×

m1),” not just “A/m.” Do not label axes with a ratio of quantities and units. For example, write “Temperature (K),” not “Temperature/K.” 

Multipliers can be especially confusing. Write “Magnetization (kA/m)” or “Magnetization (103 A/m).” Do not write “Magnetization (A/m)  1000” because the reader would not know whether the top axis label in Fig. 1 meant 16000 A/m or 0.016 A/m. Figure labels should be legible, approximately 8 to 12 point type.
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Fig. 3. A (if any). Structure of Message Passing Interfaces Model
IV. Result and analysis
V.    conclusion
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